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Introduction

Context

Explainability is becoming a crucial property of any software system.

User perspective — to increase the level of understanding [10, 8] and
trust [3] in the system,

Engineering perspective — to support activities such as
debugging [13, 1, 9, 5], validation [11], and testing [12, 6].

Our focus is on autonomous agents and MAS, particularly for agents
based on the Belief-Desire-Intention (BDI) abstraction[4].
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Introduction

Objectives

We propose a multi-level explainability
framework:

to explain the behaviour of BDI agents at
multiple levels of abstraction,

that can be used by different classes of
users with different needs:

Developers,
Designers,
Users.
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Logs as Narratives to Explain and Understand

Logs as Narratives to Explain and Understand

1 Running the agent system
2 Collect Logs: rely on implicit

logging

the execution trace is recorded
without external intervention

3 Build Narratives at multiple levels:

converting logs into a textual
series of events that describe the
behaviour of the system
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Logs as Narratives to Explain and Understand

Narrative to Explain User Questions

Users that may have questions on the system
behaviour:

1 Select the appropriate narrative level,

2 Inspect the narrative to find the main relevant
events,

3 Get an explanation of the event.

Narrative

User

question explanation
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A Multi-Level Perspective

A Multi-Level Perspective
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Implementation Level → useful for developers.

Knowledge Level → useful for designers as well as developers.

Domain Level → useful for end-users and software engineers.
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A Multi-Level Perspective

Generating narrative process from one level to another

Select Plan Select Plan
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Identify the events at the new level,

Identify a mapping from the lower level,

Generate narrative as text of the new level.
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A Multi-Level Perspective The Implementation Level

The Implementation Level

Useful for developers in the software engineering phases (e.g.
debugging and testing).

We choose Jason as starting BDI technology.

Detailed and technical level that follows the Jason operational
semantics and reasoning cycle.
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A Multi-Level Perspective The Implementation Level

Questions for Implementation Level

(Q1) Why did a plan fail or get an error?

(Q2) Why did the agent execute an action?

(Q1) Why did the robot agent fail the plan has(owner,beer)?

1 Intention 3 has(owner, beer) waiting to execute action get(beer),

state: waiting,

current step: get(beer); close(fridge); !at(robot, owner); hand

in(beer); ?has(owner, beer); .date(YY,MM,DD); .time(HH,NN,SS);

2 External action get(beer) triggered

3 External action get(beer) failed

4 New reasoning cycle started: 14

5 Goal has(owner, beer) removed because the action get(beer) failed
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A Multi-Level Perspective The Knowledge Level

The Knowledge Level

Useful for designers and developers who want to focus more on
agent behaviour, abstracting from the implementation details.

We identify the BDI abstraction to describe the agent behaviour
regardless of its implementation.
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A Multi-Level Perspective The Knowledge Level

Questions for Knowledge Level

(Q3) Why does the agent have this desire?

(Q4) Why did the agent intend to do this?

(Q4) Why did the robot agent not intend to bring me beer?

I have a new desire has(owner, beer) created from agent owner by an

achieved message

I committed to desire has(owner,beer) because I believe (too

much(beer) and limit(beer,L)), and it became a new intention 24

has(owner, beer)

I executed internal action .concat(‘‘The Department of Health does

not allow me to give you more than 10 beers a day! I am very sorry

about that!’’,M) because of intention 24 has(owner, beer)
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A Multi-Level Perspective The Domain Level

The Domain Level

Useful for end-users and software engineers.

The narrative focuses more on the functionalities of the system
dealing with its requirements and domain-specific insights.
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A Multi-Level Perspective The Domain Level

Questions for Domain Level

(Q5) Why is this action executed or not executed?

(Q5) Why did the robot inform the user that it could not satisfy her
request?

1 The robot received a request to bring a beer from the owner

2 The robot accepted to handle the owner’s request

3 The robot verified that the owner’s request could not be satisfied,

due to Health Department laws

4 The robot informed the owner that it could not satisfy her request

→ This level is still under discussion and it is a future direction.
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Prototype Implementation

Main Components of the Explainability Framework

Logger, which generates the log trace for each entity in the system.

Narrative Generator, which processes the logs, builds the narrative
at different levels and presents in a Web Dashboard.
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Future Work

Future work

Future directions:

move towards the domain level → including formal description of
system requirements, use cases and system stories [10],

integration of cause-effect relationships [7].

Although our prototype is based on Jason and its BDI concepts, we believe
these levels to be general enough to be applied to any kind of MAS
technology.
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Future Work

Multiple dimensions and levels of abstraction

In this first exploratory study, we are delimited to the agent dimension.

The idea of multi-level explainability
could also be extended to multiple
dimensions of a MAS [2] involving:

interaction dimension,

environment dimension,

organisation dimension.
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